Hierarchical Tree-Structured Stick-Breaking Priors
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Overview Hierarchical ~- and vy -breaks
o Current models ignore the relationships between hidden states Stick lengths of base measure are used as a prior in each position
e e.9d., the states of HMM or PCFG are exclusive
e Propose the general nonparametric prior which induces vt ~ Beta(ave, a(l — ve)) L
the latent hierarchy between the hidden states wék) ~ Beta(bibe, b(1 — 1,)) i1 1 —hy g
e Construct a HMM on a tree, and a tree-structured topic model H &
e Topic model works, but the HMM currently fails = why?
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Partitions a unit interval hierarchically to get a measure on a tree
— Difference between this ¥ -breaks and the HDP

e — ] — | o Let gp(k) (k) H; i( (k)) be the local branching prob. to:-th child
T O C 3
e ———— 2 3 o If we mggc):lel thls branching process by HDP,
1.1 1.9 \/1 (0] g, )~ Dir(bpe.1, bpe.o, - --) holds, but in our model, it doesn't

T~ TSSB(O(, ,Y) e In HDP, the v-break is: w(k) ~ Beta(by..;, b(1 — Z] ] gpej))
o Recently proposed nestedCRF [2] is based on HDP; ours is not

e The model consists of two kinds of stick-breakings:
o y-break selects stop or pass at the node: v, ~ Beta(1, a)

HMM on a Tree

o y)-break selects the child direction: 1. ~ Beta(1, ) Motivation: We want to induce the latent hierarchy of states
e |In natural language processing, HMM or other probablistic grammar
e Example: 1.0 = (1 — 1) b1 - (1 — 1) - (1 — th1.1) - 1.0 - 1.0 models are used to induce word categories for dimentionality reduction
« Generalization of the Dirichlet process on the tree ® Thg word categor_ies should comprise a hierarchical structure, which
e Problem: existing models all ignore

e The same problem when extending the Dirichlet process to the ; v Q v y fkﬂ

grouped data, e.g., HDP-HMM = define another type of hierarchy! ~ The top money funds are ... The top money funds are ...

e Each draws from this prior creates a different tree structure
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e Scientific question: How words are categorized in a tree?
e Engineering: the depth of the predicted state corresponds to the

Hierarchical TSSB: core idea

Use a draw from the TSSB as a base measure of another draw confidence of that state
Model relationships: Assumption: Two related categories are close to each other
DP| on tree [TSSB e Each node (category) has a transition distribution to other nodes
# luse s A priorl Generative process
1. Sample w ~ TSSB(«, v) to define the global tree structure
WN\TSSB )~ HTSSB(“&{?) HDP HTSSB 2. On each node ¢ - i, sample (") ~ HTSSB(a, b, ()

A draw from the HMM prior

(¢, 7) : transition prob. from i to j
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o x(3) and (31 ook similar: 2|
e Child node behaves similarly to the parent gi .
o ) wég), and 7\ are S|m|Iar in many e B m

Gibbs sampler similar to the HDP-HMM:
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To grow the tree, we place dummy nodes \‘o “O

(like the dummy state of HDP-HMM) L ;
OO O

e Currently, this sampler for HMM doesn’t work well

o Similar word categories often appear in very different positions
e because the effect of an ancestor diminishes in deeper nodes:

(&) ~ HTSSB(a, b, w'9)); wl<"7) ~ HTSSB(a, b, w{¢");

Tree-structured Topic Modeling: #(Y ~ HTSSB(a, b, 7)

e It is easier than the HMM, et " pounds
so we can check the correctness foeding apnik
of the model and sampler /N N
e From the NIPS corpus, we got  |mnma | |sonctic | |system | |tuning. | |pruning
subjectg | membrace neural de_coding h
I‘eaSOnab|e Su btreeS = categorization | |channel network noise methods
profile synapses neuron code W

e For HMM to work, we need to solve several problems:
e A blocked sampler, which enable larger moves, might be required
o Theoretical analysis of the behavior with deeper hierarchy

e Interesting applications of Tree-HMM in other domains?
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