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Figure 4: (a)–(c): Comparison of negative log-likelihoods at training of HPYTM (K = 50). Lower is better. HPYTM
is trained on both token- and table-based samplers, while HPYTM

token

is trained only on the token-based sampler.
(d)–(f): Test perplexity of various 3-gram models as a function of number of topics on each corpus.

concentrate on the dynamic adaptation: We update
the posterior of language model given previously ob-
served contexts, which might be decoded transcripts
at that point in ASR or MT.

We use three corpora: the Brown, BNC and NIPS.
The Brown and BNC are balanced corpora that con-
sist of documents of several genres from news to
romance. The Brown corpus comprises 15 cate-
gories. We selected two documents from each cate-
gory for the test set, and use other 470 documents for
the training set. For the NIPS, we randomly select
1,500 papers for training and 50 papers for testing.
For BNC, we first randomly selected 400 documents
from a written corpus and then split each document
into smaller documents every 100 sentences, leading
to 6,262 documents, from which we randomly se-
lected 100 documents for testing, and other are used
for training. See Table 1 for the pre-processing of
unknown types and the resulting corpus statistics.

For comparison, besides our proposed HIERAR-
CHICAL and SWITCHING models, we prepare vari-
ous models for baseline. HPYLM is a n-gram lan-

guage model without any topics. We call the model
without the global G0

h

introduced in Section 2.2
HPYTM. To see the effect of the table-based sam-
pler, we also prepare HPYTM

token

, which is trained
only on the token-based sampler. RESCALING is
the unigram rescaling. This is a product model of
an n-gram model p(w|h) and a topic model p(w|d),
where we learn each model separately and then com-
bine them by:

p(w|h, d) /
✓

p(w|d)
p(w)

◆
�

p(w|h). (14)

We set � in (14) to 0.7, which we tuned with the
Brown corpus.

6.2 Effects of Table-based Sampler

We first evaluate the effects of our blocked sam-
pler at training. For simplicity, we concentrate on
the HPYTM with K = 50. Table 4(a)–(c) shows
negative likelihoods of the model during training.
On all corpora, the model with the table-based sam-
pler reached the higher probability space with much
faster speed on both 3-gram and 4-gram models.

• The predictions of n-gram language models are very local

• Problems of the previous n-gram + topic models:
• Prediction get much sparse with higher order n-grams
• Inference (local Gibbs) is not very efficient
• Resolve these with hierarchical prior + blocked sampling

Hierarchical priors for ease of sparseness

Chinese restaurant process
topic 1 topic 2
Word distributions

Proposed blocked sampler
Perplexity results

Posterior inspections

Hiroshi Noji Daichi Mochihashi Yusuke Miyao1,3 1,32,3

A table is connected to a customer on the parent restaurant 
This customer will never move unless a table is removed in its
child restaurants ⇒ slow mixing especially with higher-order !

1. Select a pivot table on a internal restaurant
2. Reconstruct parent-child relations randomly
3. Move the block with holding the seating arrangement 
    (the posterior can be calculated in a closed form)

1

Change many word topics across documents

2

3

I  want  to  ...
3-gram

4-gram
More global context can help ...
⇒ use topic models?

Basic model (Wallach’ 06)
topic 1

unigram

bigram

3-gram

topic 3topic 2

• Prediction

topic posterior

Predict by a mixture of n-grams:

• Motivation
• We don’t want to assign all n-grams topics equally

... in order ⇒ to, that 
... would like ⇒ you, to

... the new ⇒ york, algorithm
... state of ⇒ Washington, the

local context candidates

not require topics

require topics

• Comparing two models encoding this difference
• Hierarchical: the global model is used as a prior
• Switching: two models are switched

Hierarchical

Graphical-PYP (Wood/Teh ’09)

lambda hierarchiesSwitching

Prediction:

Topic part

• Property
• the new, of new both
   require topics
• Share statistical strengths
  with hierarchical Betas

the new new new

of new new new

• Use Wallach’s model for simplicity
• It can be applied to our extended models with a little effort

with blocked sampler
Brown (1M) NIPS (5M) BNC (10M)

Blocked moves lead much faster convergences

• BNC (10M) with 4-gram models
• # topics=100 (not so sensitive) 

• Our models are normalization-free:
• much faster prediction than
   rescaling methods

• Conclusion to the model design:
• Flat structure between the global and topics 
   is better than hierarchical structure ⇒ but why?

HPYLM (no topic) 169.2
Wallach 140.4

Wallach + block 133.1
Unigram rescaling 130.3

Hierarchical 129.0
Switching 125.5

• Switching assigns only some part of words topics

• lighter words are assigned the global model (topic 0)
• might led to more accurate topic prediction
• Hierarchical also learns differences of contexts, but  all words 
   are assigned topics

there has been much recent work on measuring image statistics
and on learning probability distributions on images . we observe
that the mapping from images to statistics is many-to-one and
show it can be quantified by a phase space factor .

Figure 5: The posterior for assigning topic 0 or not in
NIPS by the 1-gram SWITCHING. Darker words indi-
cate a higher probability of not being assigned topic 0.

�
h

h

0.0–0.1 in spite, were unable, a sort, on behalf, . regardless
0.5–0.6 assumed it, rand mines, plans was, other excersises
0.9–1.0 that the, the existing, the new, their own, and spatial

Table 3: Some contexts h for various values of �
h

in-
duced by the 3-gram HIERARCHICAL in BNC.

while prefixes of idioms have a lower value. The 1-
gram extension gives us the posterior of n-gram or-
der p(n|h), which can be used to calculate the proba-
bility of a word ordering composing a phrase in topic
k as p(w, n|k, h) / p(n|h)p(w|k, n, h). In Table
4, we show some higher probability topic-specific
phrases from the model trained on the NIPS.

7 Conclusion

We have presented modeling and algorithmic con-
tributions to the existing Bayesian n-gram topic
model. We explored two different priors to incor-
porate a global model, and found the effectiveness
of the flat structured model. We developed a novel
blocked Gibbs move for these types of models to ac-
celerate inference. We believe that this Gibbs op-
eration can be incorporated with other models hav-
ing a similar hierarchical structure. Empirically, we
demonstrate that by a careful model design and effi-
cient inference, a well-defined Bayesian model can
rival the conventional heuristics.
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